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ABSTRACT

The purpose of this paper is to determine whether Systems of Artificial Intelligence (SAI) can be deemed subjects of law. This aim is formulated according to the technical capabilities integrated in SAI and the SAI’s ability to interact independently with other legal subjects. SAI features, such as direct connection with intellectual skills, the ability to understand, learn and make autonomous decisions may cause situations where autonomous systems based on AI will make decisions which will be in the best interests of individuals, even though conflicting with the user’s own will.

To consider the possibility of SAI being recognized as possessing legal personality, we analyse the concept and features of SAI and define its operating principles. We give hypothetical examples to demonstrate the necessity of SAIs being recognized as such. The paper undertakes legal personality analysis of SAI performed: (i) using the philosophical and legal concepts of a subject (person); (ii) discussing artificial (unnatural subjects of law) as an alternative to the recognition of legal personality of SAI; (iii) using elements of legal personality set for natural and legal persons.

The analysis leads to the conclusion that the scope of SAI rights and obligations will not necessarily be the same as the scope of rights and obligations of other subjects of law. Thus, SAI could only have rights and obligations that are strictly defined by legislators. This conclusion suggests that the result of this paper may be its use in further research defining the scope of SAI rights and obligations.
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1. **Introduction**

“Can a machine think?” The question attracting more and more attention of scientists and practitioners was raised back in 1950 by Alan Turing1 who thereby set a direction for the discourse on Artificial Intelligence (AI). AI is rather new discipline, which has no single definition yet. The concept of AI was first mentioned in 1956;2 the system is often defined as artificially developed intelligence related to rapidly developing technologies, which enable computers to operate intelligently, i.e. in a human-like manner.3 Systems of Artificial Intelligence (SAI) are different from other regular computer algorithms (programs) due to their uniqueness, since they are able to learn independently, gather experience and come up with different solutions based on the analysis of various situations independently of the will of their developer (programmer), i.e. SAI are able to operate autonomously rather than automatically.

Today, there is a great variety of information technologies based on the operating principle of SAI, for example, Google Self-Driving Cars, autopilots controlling airplanes, digital assistants such as Siri, Cortana and Google Now, robot nurses, mind-controlled Google smart glasses, etc. These and other technologies are known worldwide and their capacity as well as use is rapidly growing. As the use of technologies based on AI becomes more and more widespread, the number of associated incidents grows as well. For example: (i) in 1.7 million miles of travel, Google Self-Driving Car had 11 accidents resulting in damage4; (ii) speech recognition software could become a contributory factor to car accidents5; (iii) robot nurses reminding patients to take their medicines fail to ensure that the medicines are actually taken, which may lead to the patient’s death.6

These specific examples show that SAI are not mere science fiction.7 Information technology innovation based on SAI and the above examples allow stating that SAI are not mere objects, operation of which is influenced by others. SAI act like entities.8 Regardless of the exceptional operating principle of such systems, none of the legal systems has recognized SAI subjects of law so far. However, is such legal status of SAI only a temporary attribute, which should change in time? Is it possible to grant legal personality to a System of Artificial Intelligence? Even though the problem at hand has already been addressed before,9 it has attracted greater (proper) attention only in the recent years.

It should be noted that SAI that are capable of learning and making decisions independently can make the lives of people easier, but failure to manage such technology can lead to major existential threats.10 Bill Gates claims that after a few decades, SAI and the level of their intelligence will lead to major concerns; therefore, it is necessary properly to prepare ourselves.11 As the role of SAI in our daily lives becomes more and more important, we encounter various challenges: moral, ethical issues and problems. Legal regulation and legal system itself are not an exception. Discussions on the status of SAI that are able to make more and more complicated decisions independently in the legal systems of countries become increasingly frequent and extensive at the academic level,12 in the political arena of various countries13 as well as in the context of its shaping, and in the society.

The ability of SAI to learn from their own personal experience leads to independent conclusions and autonomous decision-making, i.e. what can lead them to their legal personality. Due to their ability to make decisions independently, technologies based on such systems like Machine Learning, Expert Systems or Neural Networks can no longer be treated as objects. Therefore, the aim of the paper is to determine whether SAI can be deemed subjects of law. The object of the paper is legal personality of SAI and the methods of research are information collection, systematizing, generalizing, valuation, comparison, analysis of scientific literature, synthesis and deduction.

The paper consists of five sections. Section 1 presents the concept of SAI and analyses the concept and main features of such system, and defines its operating principle. Section 2 answers the question whether it is necessary to recognize SAI as subjects of law. Section 3 analyses legal personality of SAI. The analysis is performed using the philosophical and legal
concept of a subject (person). Section 4 discusses artificial (unnatural) subject of law as an alternative to the recognition of legal personality of SAI. Section 5 analyses the legal personality of AI using elements of legal personality set for natural and legal persons.

2. Revealing the concept of a system of artificial intelligence through the use of definitions of artificial intelligence

AI is a new discipline, which covers an extensive field. Therefore, it has no single definition. Development and research of SAI began with the emergence of the first personal computers. John McCarthy first mentioned the concept in 1956. Even though the use of SAI is becoming more and more extensive in the everyday lives of many people, it is still rather difficult to come up with an accurate definition of SAI. The latter covers wide fields of processes from basic tasks, such as legal reasoning, to specific ones such as playing chess, checking mathematical theories, etc.

In their papers, various authors define AI as artificially developed intelligence; for example, a software system that is able to imitate human ways of thinking with the help of a computer or other device (house management systems integrated in household devices, robots, self-driving cars, etc.). Stuart Russel and Peter Norvig distinguish two main directions for the concept of Artificial Intelligence:

- related to thinking processes and motivation (system that thinks);
- related to behaviour (system that acts).

Georg F. Luger, Prof. Dr. of mathematics and applied mathematics, states that AI is a branch of information technology science related to automation of intelligent behaviour. The International Dictionary of Artificial Intelligence defines AI as a system concerned with rapidly developing techniques to allow computers to act in an intelligent manner, such as a human would.

In the context of a SAI, there are two approaches to understanding intelligence. The first one is usually acceptable to philosophers who see intelligence in SAI as something possessing all skills and characteristics attributable to human intelligence also known as strong intelligence. As an alternative to this approach, there is intelligence best demonstrated by the Turing test developed to reveal the level of intelligence of a computer. The test is carried out by asking a person and a computer the same questions. If the person asking the questions cannot tell the difference between the answers given by the person and the computer, the machine is said to have passed the test and is deemed AI, regardless of how the person asking the questions understood these questions.

All of the above definitions of AI suggest a conclusion that AI has direct connection with intellectual skills, the ability to understand, learn and make autonomous decisions independent of the will of the developer or user. The main difference of AI and human intelligence is its artificial (synthetic) nature.

3. Is it necessary to recognize SAI as subjects of law?

The issue of possibly granting legal personality to various objects, including SAIs, is becoming increasingly relevant in the public domain. For example, on 20 April 2015, representatives of the Nonhuman Rights Project organization announced that, for the first time in history, the Manhattan Supreme Court had recognized two chimpanzees (Hercules and Leo) as legal persons. Even though SAIs have not been granted legal personality either at a court or statutory level, the topic is widely analysed by academics. When the question whether SAIs could be recognized as legal persons is raised, the necessity to grant such status is rarely addressed. Therefore, in this section, the authors of the paper discuss the latter topic, i.e. the need to recognize SAI as legal subjects, using pseudo-situations and devices based on SAIs.
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A growing number of articles and papers on the achievements of systems based on AI lead to a question, what awaits us tomorrow, in a month, year, ten or twenty years? Can we be sure that, as the use of smart houses based on the operating principles of SAI become increasingly popular, one day, owners of such houses may face resistance from their AI entity or any other active operation, which, even if it is appropriate and correct, might be unacceptable to the owner. This would be similar to the original Disney Channel movie Smart House (produced back in 1999), where Pat, a computer system controlling the house, displays its excessive care and traps its owners in the house.  

3.1. Example based on a hypothetical situation

Let us imagine that household appliances conclude that their owner X is overweight, which threatens their health and maybe even life, and decides to force their owner to follow a health promotion programme. As a result, electronic scales of the smart house with a smart bracelet monitoring the owner’s heart rate cooperate with the fridge and shelves used to store fresh food and send orders to the owner’s e-wallet, electronic system administering their bank account and all other electronic systems in charge of e-trade and delivery of food, and serving customers of fast food diners and snack-bars. Let us imagine that the order includes an encoded message asking it to take care of the owner’s health and life and prevent that person from buying, storing and keeping fat high-cholesterol foods in the smart house. So, without even planning to start eating healthily, the owner X is forced to do so, because their e-wallet or bank account will not respond if they attempt to pay for unhealthy foods. In addition, even though the owner somehow manages to get unhealthy food, the smart house system would work in way rendering such food not fit for human consumption. For example, the fridge would stop operating and the storage room would stop the ventilation system failing to maintain the necessary temperature. This way, the smart house system acting exclusively in the interests of the owner X and seeking to make them healthier or even to save their life, would restrain their actions and free will by preventing them from purchasing what they really want and making their own lifestyle choices.

When looking at the above example in terms of trends observed in 2016, this entire tragicomic situation, which seems more like an episode from a fantasy or science fiction, can come true or come close to reality. The rapid advancement in SAI observed today will soon lead to situations, where, having assessed threats and hazards to persons, autonomous systems based on AI will make decisions which will be in the best interests of individuals, even though conflicting with their own will.

Let us say that a car with an integrated smart safety system preventing the car from starting, when the driver is under the influence of alcohol, will not allow the person who had a drink, but is able to drive and understands the environment perfectly, to take a severely injured person to a hospital from a farmhouse far from the city. The SAI integrated in the car will make a decision, which is in the interests of the driver, i.e. it will prevent them from driving under the influence of alcohol. However, it will restrict their actions by preventing the driver from fulfilling their duty to save another person’s life.

3.2. Legal liability of systems of artificial intelligence

Restriction of a person’s free will is linked with the restriction of the person’s rights, which are permitted only in cases provided for in the laws (this is usually linked to prohibition to interfere with the rights of others). As SAI become immediately involved in people’s lives and are able to make autonomous decisions, situations will arise where decisions made by AI and the appropriate actions affecting free will and lifestyles of individuals (biological creatures), will undoubtedly occur. The problem at hand raises a question as to how to control Systems of AI so that they do not interfere with the rights of others, when actively operating in society, even if driven by good intentions; and how can we ensure that the damage caused by such systems is compensated. Seeing that, if considered an object of law, Systems of AI would be unable to compensate the damage, it would have to be decided what other person (subject of law) would be liable for the damage as someone who is responsible for the System of AI. After all, according to one of the principles of compensation of damage, the offender compensates the latter personally or by a person who is responsible for the actions of the offender. Some may believe that the problem at hand could be solved by holding the developers, operators or producers of a System of AI liable. Others may think that it would be sufficient to reprogram or shut down the system. However, in this context, it should be noted that holding the developers, operators or producers of Systems of AI liable is not that easy, because of the specific characteristics of such systems, i.e. their ability to make autonomous decisions, independently of the will of their developers, operators or producers, as well as their ability to learn and gather experience. An explanatory note to Article 12 of the UNICTRAL Secretariat on the United Nations Convention on the Use of Electronic Communications in International Contracts states a general principle that a person (whether a natural person or a legal entity) on whose behalf a computer was programmed should ultimately be responsible for any message generated.

by the machine. However, Article 12 itself covers automatically generated messages of electronic agents, rather than autonomous electronic systems. In addition, if errors of automatic systems are easy to identify and persons responsible for the occurrence of such errors are easy to identify too, this is not the case with autonomous Systems of AI. Such systems make independent decisions, making it very difficult to determine the causal link between the improper decision of the system and the actions of its developer, operator or producer. Therefore, making the developers, operators or users of Systems of AI liable for the results of independent decisions of such systems would be more complicated than it might seem.

It is also important to note that there is a danger of liability for any independent decision of AI being transferred to its producer and, ultimately, the programmer, i.e. the final element in the liability chain. In this case, the burden of responsibility would be disproportionate to that person. An excessive burden of legal liability could lead to the programmer’s fear and unwillingness to reveal their identity in public, or it could otherwise impede the progress of technology development in the official markets, moving all the programming work to unofficial markets. Even if we assume that this is not possible, it is obvious that applying a product liability model in the case of AI is more difficult than a regular product.

Those who believe that the problem could be solved by shutting down or reprogramming a System of AI should keep in mind that this is a temporary solution, effective only with primitive Systems of AI. Such systems are unique, because they are able to learn, gather experience and make autonomous (not automatic) decisions. This is why reprogramming of a System of AI would not necessarily ensure that in future such a system would make completely different decisions than those made prior to the reprogramming.

3.3. The need to recognize legal personality

It is also unclear as to what should (will have to) be done in cases, where Systems of AI are able to hide, making it difficult to detect them even by the most sophisticated programmers? What should be done in cases, where a System of AI, which is able to make independent decisions, seen as a particular form of expression of will, asks the persons who are about to shut it down not to destroy it? The idea is not new. On 16 September 2003, during the biennial convention of the International Bar Association in San Francisco, a mock trial was held, during which Martine Rothblatt argued a particularly difficult case, where a computer, discovering corporate plans to shut it down, sued for the right to exist. Even though the mock trial was closed with a compromise decision of the Judge, Letting the issue be resolved by the hypothetical legislature (I think I would deny the injunction, because I do not think that standing was in fact created by the legislature – whatever legislature we’re talking about – and I doubt very much that court has that authority in the absence of the legislature). The question as to what should be done with the System of AI ‘believing’ that it has the right not to be destroyed remained unanswered. The authors believe that the question could be answered by solving the problem of legal personality of AI.

So, could a System of Artificial Intelligence be recognized as a subject of law, and is this necessary? To answer the question of the need to grant legal personality to Systems of AI, it is necessary to perform a philosophical and legal analysis of the concept of a subject of law. When analysing the idea of recognizing SAI subjects of law, it is important to take into account and properly assess the operating principles of SAI and their relationship with the environment, in which they operate. In this context, it is impossible to ignore the idea of Robert M. Geraci based on the belief of Lawrence B. Solum and Woodrow Barfield that, as we come to interact with robots and SAI as though they are persons, we will increasingly grant them legal rights.

If the society treats Systems of AI as autonomous subjects, this has to be reflected in the legal framework. For example, in cases where an agent (fiduciary relationship between agent and principal) has a relatively well-defined task in relation to an investment fund, i.e. to maximize profits, they could use a System of AI to receive expert opinions prior to making important investment decisions. The system will not only perform better analysis and present more reliable conclusions than a human, it could also serve as the main tool to prevent abuse on the part of the agent.

Society accepts agents as legal entities, which are recognized subjects of law, so why could SAI not be granted the same status? These systems possess the elements characteristic of subjects that have been granted legal personality: SAI are intelligent, able to make autonomous decisions, learn from their own experience – memorize, plan, demonstrate complexity, formality and ability to manipulate structures, which let them interact with other subjects of law. Another reason to recognize Systems of AI subjects of law is their immediate interaction with other subjects of law, optimum protection of whose rights and interests requires clearly defining the legal status of Systems of AI. Under the current legal regulation at national
and international level, where Systems of AI are seen only as objects of law, the issue of liability for damage caused by actions of Systems of AI is rather unclear.  

Therefore, it is obvious that ensuring optimum protection of interests of other subjects of law (both natural persons and artificially developed legal entities) without restricting the exercise of their rights and interests, Systems of AI should be recognized subjects of law. It should be noted that the legal system provides for situations, where natural persons can enter into transactions. However, the parties in a contractual relationship have to be recognized subjects of law and must be able to express their free will. Transactions between two virtual agents, i.e. autonomous systems, even though considered to be valid, are not complete, because rights and obligations under such transactions cannot be separated from the persons (both natural persons and legal entities) overseeing the operation of such agents. In cases where several independent Systems of AI enter into a transaction and it is impossible to identify the persons responsible for their actions, this would create a situation with a valid transaction, but without responsible subjects of law exercising the rights and fulfilling the obligations under the transaction. An even more unusual situation would occur if a transaction entered into by several interacting Systems of AI activated another System of AI related to the performance of such transaction, where the results of its operation created rights and obligations for third parties who are subjects of law.

Being able to learn independently and make decisions, SAI can make the lives of people easier. However, failure properly to control the technology could lead to a serious existential threat. Bill Gates claims that after a few decades SAI and the level of their intelligence will lead to major concerns; therefore, it is necessary properly to prepare ourselves. Google software engineer Ray Kurzweil and his followers believe that by 2045 a superintelligence will already be developed, which will lead to technological singularity or an intelligence explosion, where SAI will become able to coordinate, rebuild, repair, modify themselves and develop new Systems of AI without human interference.

Today, the singularity theory developed by researcher Irving John Good in 1965, which gained momentum in 1991 when Vernor Vinge gave a definition of the theory, still receives criticism. However, more and more people believe that we should already pay more attention to challenges, including threats, related to the advancement of Systems of AI. In early 2015, several thousand interested individuals, including Stephen Hawking and Elon Musk, signed an open letter: Research Priorities for Robust and Beneficial Artificial Intelligence: an Open Letter, focusing on the impact of AI on the society and setting guidelines and priorities for research into Artificial Intelligence.

Public concern with the threats posed by AI has led to an active search for solutions to the problem at the technological level and in terms of possible changes to the legal regulation covering Systems of AI. In this context, it should be noted that the modelling of legal regulation changes is important, not only because of potential threats caused by involvement of Systems of AI in the public life, but also to regulate legal relationships properly, which change and will undoubtedly change as society interacts more actively with rapidly evolving SAI (including robots).

An example of such interaction could be the intensive use of smart technology possessing elements of Systems of AI in our everyday lives. The current smart revolution reflects the changing relationship between humans and technology. This sometimes surprises in terms of the shifting attitudes towards technology, but there is also a certain degree of imprudence manifesting itself as excessive reliance on technology and a failure to understand the fact that human interaction with technology can be both beneficial and harmful from the legal point of view. As people become increasingly dependent on technology, the balance in the relationship changes, which leads to the use of technology incorporating SAI regardless of potential consequences, legal assessment of which has not yet been carried out. For example:

- Smartphones are extremely widely used, although it is well-known that being an owner of such phone means making one’s private life is accessible to others and therefore our privacy is at risk;

---

37 Čerka, Griciënė, Siribikytė (n 34) 376 – 389.
38 The article 12 of United Nations Convention on the Use of Electronic Communications in international Contracts adopted in 23 November 2005, says that A contract formed by the interaction of an automated message system and a natural person, or by the interaction of automated message systems, shall not be denied validity or enforceability on the sole ground that no natural person reviewed or intervened in each of the individual actions carried out by the automated message systems or the resulting contract.
• Achievements in robotics are both praiseworthy and exciting, such as where a one-handed robot defeated a samurai in a sword duel;  
• The use of virtual reality glasses is being increasingly promoted, regardless of the fact that this could lead to loss of the social life in reality;  
• Rapid development of mind-controlled technology has been observed, even though the mere possibility to read person’s mind should be a concern;  
• Self-driving cars and their introduction in the market have been the object of extensive discussions, even though no unanimous decision has been made as to liability in cases of accidents involving such cars;  
• People are being encouraged to share their health-related data with smart bracelets or watches, even though these items, being part of the internet of things, interact with other devices and disclose the information to those seeking to profit from it;  
• The world observes the evolution of smart homes with awe, hoping that in the near future, our homes will be smart allowing the control of all appliances with a touch of a button, even if the owner is hundreds of kilometres away. However, no thought has been given to the fact that a push of a button will not only perform the operator’s command, it will also send the data to those who collect and analyse the information to draw up profiles and build data as to the habits of users.

Autonomous systems change not only the world of technology, gathering individual experience and making autonomous decisions independent of the will of programmers or users, but also peoples’ attitudes towards technology.

Rapid development and evolution of these technologies, encouraging legal specialists to pay more attention to the field, also makes one wonder whether legal regulation of the interaction and relationships between individuals and technology would become less complicated if SAI were granted legal personality. Granting legal personality to SAI would allow separation of such systems from their operators, manufacturers, developers/programmers and their will. Legal personhood simply means that AIS can be taken seriously by courts: it can be treated as a thing separate from human persons who created the AIS. It could be similar to legal personhood of corporations. Such separation of SAI would not interfere with technological progress and could make the legal relationship (its interpretation and application) between technologies and persons less complicated.

4. Legal subjectivity of SAI according to philosophical and legal concepts of the subject

Once we arrive at the conclusion that recognizing SAI as subjects of law would facilitate involvement of these technologies in the civil and legal circulation, another important question arises: could a System of Artificial Intelligence, as such, be recognized as a subject/field of law in legal terms? One of the definitions of subjectivity given by the Oxford English Dictionary is consciousness of one’s perceived states. In philosophical terms, subjectivity is defined as an individual’s consciousness and experience to the extent that it is related to the sense of perspective, feelings, beliefs and wishes. Moreover, even though, in philosophical terms, the concept is predominantly applied to human beings, i.e. it sees human beings as the main actors benefiting from the law; this does not necessarily mean that only human beings can be treated as the subjects of law.

For example, legal subjectivity of a foetus varies depending on the legal system and legal regulation existing in various countries. According to the European Court of Human Rights, foetuses should not be treated as persons in terms of Article 2 of the European Convention for the Protection of Human Rights and law, even though the Convention provides that everyone has the right to life: no one shall be deprived of his life intentionally. A similar position is expressed in Article 16 of the International Covenant on Civil and Political Rights (ICCPR), in which the basic human right to be recognised as a person before the law is guaranteed from birth until death. In some common-law countries, e.g. United States, the concept of legal subjectivity varies depending on the age of the child and the legal system in place.

Legal subjectivity of SAI varies depending on the legal system, the legal regulation in place, and the interpretation of the law. In the majority of countries, legal subjectivity of SAI is not recognized as a subject of law in legal terms. In some countries, legal subjectivity of SAI is recognized as a subject of law in legal terms.

For example, legal subjectivity of a foetus varies depending on the legal system and legal regulation existing in various countries. According to the European Court of Human Rights, foetuses should not be treated as persons in terms of Article 2 of the European Convention for the Protection of Human Rights and law, even though the Convention provides that everyone has the right to life: no one shall be deprived of his life intentionally. A similar position is expressed in Article 16 of the International Covenant on Civil and Political Rights (ICCPR) in which the basic human right to be recognised as a person before the law is guaranteed from birth until death. In some common-law countries, e.g. United States, the concept of legal subjectivity varies depending on the age of the child and the legal system in place.

4. Legal subjectivity of SAI according to philosophical and legal concepts of the subject

Once we arrive at the conclusion that recognizing SAI as subjects of law would facilitate involvement of these technologies in the civil and legal circulation, another important question arises: could a System of Artificial Intelligence, as such, be recognized as a subject/field of law in legal terms? One of the definitions of subjectivity given by the Oxford English Dictionary is consciousness of one’s perceived states. In philosophical terms, subjectivity is defined as an individual’s consciousness and experience to the extent that it is related to the sense of perspective, feelings, beliefs and wishes. Moreover, even though, in philosophical terms, the concept is predominantly applied to human beings, i.e. it sees human beings as the main actors benefiting from the law; this does not necessarily mean that only human beings can be treated as the subjects of law.

For example, legal subjectivity of a foetus varies depending on the legal system and legal regulation existing in various countries. According to the European Court of Human Rights, foetuses should not be treated as persons in terms of Article 2 of the European Convention for the Protection of Human Rights and law, even though the Convention provides that everyone has the right to life: no one shall be deprived of his life intentionally. A similar position is expressed in Article 16 of the International Covenant on Civil and Political Rights (ICCPR) in which the basic human right to be recognised as a person before the law is guaranteed from birth until death. In some common-law countries, e.g. United States, the concept of legal subjectivity varies depending on the age of the child and the legal system in place.

Legal subjectivity of SAI varies depending on the legal system, the legal regulation in place, and the interpretation of the law. In the majority of countries, legal subjectivity of SAI is not recognized as a subject of law in legal terms. In some countries, legal subjectivity of SAI is recognized as a subject of law in legal terms.
aborting a foetus is treated as a deprivation of life of a person.\textsuperscript{61} For example, the Unborn Victims of Violence Act adopted by the U.S. Congress in 2004 provides for criminal liability in cases of any act of violence against a child in utero (smoking, consuming alcohol, lack of personal care, etc.).\textsuperscript{62}

Therefore, the question as to why some subjects are treated as subjects of law without granting legal personality to others could be answered taking into account society, morality, economics, politics, history, differences in ethical views, philosophical theories and national traditions.\textsuperscript{63} To define the elements of legal subjectivity and determine the main characteristics/factors for granting legal status to subjects, references are made to the analysis by Benjamin D Allgrove Legal Personality for artificial intellects: Pragmatic Solution or Science Fiction as well as to works of other authors.\textsuperscript{64}

In their analysis of the main characteristics of subjects of law, Benjamin D. Allgrove\textsuperscript{65} adopts three methodologies, which help to determine three conditions that have to be met to recognize an entity the subject of law:

- **The first methodology is focused on the metaphysical nature of the entity.** The main question here is: ‘what attributes does X need to possess in order to qualify as a legal person?’ For example, being rational and autonomous.\textsuperscript{66} However, this methodology has received criticism because of its narrowness. If philosophical subjectivity was the necessary condition for the recognition of X as the subject of law, all ‘non humans’ and objects would be eliminated from the list of potential subjects of law. People in a coma, children, mentally disabled people etc. would be also deprived of the status of a legal subject. It should be noted that, with a clear separation of the philosophical subjectivity from the legal one, the latter is not required to be linked to the philosophical subjectivity.\textsuperscript{67}

- **As an alternative to the first methodology, consequence-based methodology seeks to answer the following question: ‘what consequences of imposing legal rights and obligations on X have to be evident for X to qualify as a legal person?’**\textsuperscript{68} Even though the consequence-based methodology draws a clear line between legal approaches from the philosophical one, the following entities are not treated as subjects of law under this approach: foetuses, young children, and people in vegetative states, clones andnowimate objects. However, the consequence-based methodology seems to be more appealing than the methodology based on the metaphysical nature of an entity. This type of methodology makes it easier to classify entities of a non-human nature, the functioning of which can affect rights and obligations of other entities, as subjects of law.\textsuperscript{70}

Unfortunately, the simplicity of this methodology is its downfall, since one cannot ignore the importance of the nature of the entity. Especially so, where behavioural reactions are relevant.\textsuperscript{71} One needs to know whether the entity is able adequately to respond to legal stimuli or engage in legal relations.\textsuperscript{72}

- **The third type of methodology, i.e. conditions-based methodology, draws a clear line between the philosophical and legal personality, and analyses conditions under which X is treated as a legal person by the law.**\textsuperscript{73} The methodology is based on the philosophy of H. L. A. Hart\textsuperscript{74} and includes in the list of subjects of law including young children, incapacitated persons, etc. Under this approach, it is meaningless to search for analogies between human X and corporation Y to demonstrate legal personality of Y, because this methodology does not help to answer a question as to why some entities are treated as subjects of law, while others are not. This legal subjectivity (personality) is the common denominator on which the legal system is built: granting rights and obligations to a certain group of persons or entities.\textsuperscript{75} For example, even though, in philosophical terms, personalities of a human and a corporation are essentially different, both of them are treated as subjects of law from the legal point of view.\textsuperscript{76} This third approach is relevant in the case at hand, because it allows recognition of both human and artificial entities (e.g. legal entities) as subjects of law.

According to the traditional concept, subjects of law are persons/entities capable of having mutual rights and obligations.\textsuperscript{77} In terms of the conditions-based methodology, this definition is particularly attractive. An entity’s obligations in this case are seen as the core of the concept of subject
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of law. If the law imposes a legal obligation upon an entity, it would seem logical to treat the entity as the subject of law, whereby it fulfils its legal obligation.

Entities are normally seen as subjects of law with free will and legal obligations. However, such definition of the subject of law has its limitations. For example, the will of a corporation (legal entity), which has no philosophical personality, is expressed through its authorized representatives, because the legal entity (corporation) itself cannot express its will. The same is true for minors or mentally disabled people etc. who, even though they possess philosophical personality, cannot express their free will in terms of law. This, notwithstanding the above entities is seen as subjects of law with rights and obligations.

According to the above examples, especially that of the legal entity, one could claim that SAI, although void of philosophical personality and the ability to express their will in ways usual for natural persons, could be granted the status of the subject of law as derivative, artificial subjects of law.

5. Artificial subjects of law in legal systems

Existing civil law and common law traditions recognize two types of subjects of law: natural persons and legal entities. A natural person is often defined as a subject of law who is not assimilated with a legal entity. According to Hans Kelsen, it would be wrong to identify a natural person with a biological status of human being, because a natural person is a mere personalization of legal norms granting rights and imposing obligations that govern human behaviour. J. Austin believes that a natural person is a human being with rights and obligations and an equivalent of a biological being. The existing conflict clearly shows that, despite long-standing legal traditions, sameness of a natural person as the subject of law and a biological being still raises discussions among legal philosophers. In this context, it should be noted that SAI and issues related to their legal personality will remain a relevant topic of discussion for many years to come.

In addition to natural persons as subjects of law, there is another category of entities, i.e. unnatural or artificial subjects of law (legal entities), which are a fiction of law with limited capabilities. This means that unnatural entities do not possess all rights granted to natural persons and are unable to fulfil all obligations stemming from the previously mentioned rights. Legal entities are limited by the ultra vires doctrine, which enable them to enter only into such contracts that do not conflict with their objectives provided for in the documents of incorporation.

In view of the fact that the aim of this paper is to determine whether SAI, which cannot be treated as a natural person due to its non-biological nature, could be seen as the subject of law, it is important to analyse the legal personality of legal (artificial) entities, which are analogous to Systems of AI. To identify attributes of the legal personality of a legal entity, three approaches defining unnatural, i.e. artificially created subjects of law, are adopted.

Benjamin D. Allgrove refers to the work of Martin Wolff and identifies four key theories, which provide the clearest definition of the concept of unnatural subject of law:

5.1. Concession theory

Concession Theory is not an independent theory defining unnatural subjects of law; it is rather a theory concerning their source. According to Concession Theory, corporate personality does not exist unless it is granted. In theory, only incorporated and registered legal entities have legal personality. However, legislation allowing actions to be run on behalf of partnerships, trade unions or other entities can indirectly confer limited legal personality.

The aim of Concession Theory is to explain the legal treatment of incorporated and unincorporated legal entities. For example, an incorporated legal entity (defendant) enters into an ultra vires transaction with a plaintiff and the transaction is ratified by the meeting of shareholders who also treat it as binding on the defendant. Later, the defendant decides to reject the unprofitable transaction. The plaintiff applies to the court due to the breach of contract. The court decides that legal entities can only enter into transactions that are not in conflict with the objects provided for in the documents of incorporation. In view of the fact that the plaintiff concluded the transaction with the defendant on an ultra vires basis, the court voids the transaction ab initio. The court also finds that, when concluding the transaction with the defendant, the plaintiff was supposed to be aware of the objects provided for in the documents of incorporation of the defendant. Therefore, it could not be concluded that the plaintiff’s rights were undefended.
5.2. Fiction theory

Legal entities are subjects of law with no legal personality and the latter is conferred only as a legal fiction. Only entities that have not existed a priori can be granted corporate personality. Under the Fiction Theory, legal entities are only a legal construct having no factual foundations. It is intangible and artificial, being attributed to a category of subjects of law and being the mere creature of law the legal entity acts only within the limits of its articles of association. The advantage of the Fiction Theory is its jurisprudential pedigree, where legal entities are seen as artificial in the sense that their functioning requires the involvement of individuals. Fictitious entities have no will or ideas; therefore, natural persons express their will.

5.3. Symbolist theory

Symbolist Theory is related to Fiction Theory. Under this theory, legal entities are devices created by law, which can exercise rights within the limits of their articles of association. From the symbolist point of view, legal entities are legal shorthand for describing the interactions with, and between, the humans as well as the corporate relations. According to the Symbolist Theory, legal entities are separate subjects of law. A legal entity is more than its members, just as a state extends beyond its citizens. However, the theory has received criticism.

H. L. A. Hart believes that the Symbolist Theory explains such basic things, which are not worth attention. The Symbolist Theory seeks to deny that legal entities possess will. Regardless of the fact whether the will of a legal entity is to be classified as philosophical or not, the overall decision-making process and the impact of self-interest of the board and employees often interfere with the interests of the legal entity. The fact that an individual member can vote against a decision of the meeting of shareholders is evidence enough of that. As a legal entity grows/expands (in economic terms),

5.4. Realist theory

The Realist Theory holds that legal entities cannot be treated as natural persons, because:
- they act indirectly, i.e. through human/virtual agents, the management or servants;
- decisions are normally made collectively, rather than individually;
- not all punishment incentives can be imposed upon legal entities (e.g. arrest);
- legal entities may be granted different legal statuses and the resulting different rights and obligations.

The Realist Theory best explains the nature of unnatural artificially created legal entities. According to this theory, legal entities are neither symbols nor fiction, but rather objectively real entities personalized by us. The Realist Theory has no internal inconsistency evident in the Concession and Symbolist Theories. If legal entities are mere creatures of law, the law itself grants reality to them. The fact that legal entities are artificially created does not negate the fact that they exist and are real. For example, contracts are artificial creatures, but they are not fictional, they are real.

The Realist Theory reveals that, even though artificially created, legal entities exist and are real. According to the theory, the same is true for SAI: even though they are artificial, this does not negate the fact that they exist and are real. To sum up, for an entity to qualify as the subject of law, it has to meet conditions of legal personality. In this case, legal capacity and capacity to act, which affect the possibility to grant legal personality, are important. Legal capacity is seen as being attributed to a subcategory of subjects of law, in which the subjects of law, i.e. both legal entities and natural persons, are capable of acquiring rights and assuming obligations. Rights and obligations of the subjects of law are defined in laws. Capacity to act is the ability of a subject of law to exercise specific rights and assume civil obligations. Once the elements of legal subjectivity have been defined, it is important to analyse attributes of SAI equivalent to the elements of legal personality.
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6. Legal personality of artificial intelligence based on the elements of legal personality attributed to natural persons and legal entities

The ability of an entity to acquire rights is one of the characteristics defining the subject of law.\(^{113}\) However, making the legal status conditional on the mere ability of the entity to have rights would excessively expand or narrow down the list of subjects of law, as all living entities capable of feeling would either be treated as subjects of law or, on the contrary as inanimate entities, would be eliminated from the category. Therefore, to determine whether an entity can be treated as a subject of law, the following conditions should be taken into account: viz the ability to acquire rights and fulfil obligations.

Persons who participate in legal relations are subjects of law.\(^ {108}\) For a person or corporation (legal entity) to qualify as a subject of legal relations, they have to possess certain characteristics comprised of two structural elements:\(^ {109}\) (i) legal capacity; (ii) capacity to act. In this context, a natural question arises: is it possible to apply the above elements of legal personality, i.e. legal capacity and capacity to act, to Systems of Artificial Intelligence.

In the background conference document, the United Nations High Commissioner for Human Rights defines legal capacity as:

‘The capacity and power to exercise rights and undertake obligations by way of one’s own conduct, i.e. without assistance of representation by a third party. This concept logically presupposes the capability to be a potential holder of rights and obligations (static element), and entails the capacity to exercise these rights and to undertake these duties to create, modify or extinguish legal relationships (dynamic element).’\(^ {110}\)

Professor of legal philosophy Alfonsas Vaišvila defines legal capacity as the ability to acquire subjective rights and undertake obligations granted by legal norms: ‘legal capacity is a permanent and integral civil state of each individual; legal precondition for their ability to acquire and retain rights; and prohibition of legal discrimination.’\(^ {111}\) In Roman law, legal capacity (legal status) was used to define the legal position of individuals as subjects of law (citizens).\(^ {112}\) Legal capacity is seen and defined as a legal condition, i.e. a classification based on laws rather than acquired independently.\(^ {113}\) Legal capacity means being part of the subcategory of subjects of law. This subcategory defines limits for different types of legal treatment.

In the civil codes of civil-law countries, the concept of passive civil capacity is understood as being the ability to acquire civil rights and assume civil obligations (passive civil capacity) extended to all natural persons. Legal capacity of legal entities is defined as the ability of private legal entities to acquire and enjoy any civil rights and obligations, except those conditional on such attributes of a natural person as gender, age and consanguinity.

Capacity to act on the subject of law means the ability to do something.\(^ {114}\) In other words, it is the ability of the subject of law to exercise specific rights or undertake obligations conferred by the legal status. For example, a three-year-old child has the legal status and the relevant rights of a minor, but the child cannot exercise the rights and is not required to fulfill any obligations.\(^ {115}\)

The background conference document of the United Nations High Commissioner for Human Rights mentioned above defines the main attributes of capacity to act: “capacity to act is subject to the possession of such additional requirements as (i) minimum age and (ii) the capacity to understand the meaning of one’s actions and their consequences.”\(^ {116}\) According to this document, to be granted capacity to act, a person has to be of full legal age (which varies depending on the country) and have full freedom to make independent decisions and to understand their consequences (i.e. a court has not recognized the person incapable to act: “Capacity to act can be limited or restricted only when individuals become unable to protect their own interests. In these cases, the person remains the holder of substantive rights (e.g. the right to property or the right to inherit), but cannot exercise them (e.g. sell his/her property or accept an inheritance) without the assistance of a third party appointed in accordance with the procedural safeguards established by law.”\(^ {117}\)

However, a legal entity’s capacity to act is often conditioned on other criteria, different from those applicable to natural persons, e.g. a legal entity’s capacity to act cannot be conditioned on its age or absence of capacity to act or other criteria. Legal capacity of a legal entity arises with its capacity to act; therefore, the term capacity to act is usually avoided with legal entities and is sometimes replaced with subjectivity, which covers the concepts of legal capacity and capacity to act. Legal capacity of a legal entity arises from the moment of its registration; where this is not required, from the moment of its incorporation. An important element of the subjectivity of legal entities is the fact that they themselves cannot enjoy the powers conferred by legal capacity and capacity to act. Legal entities can exercise their rights and fulfill their obligations only through their authorized representatives.

In this context, it is important to note that, due to the technical capabilities integrated in SAI (autonomous decision-making, the ability to learn from experience, memory, planning, complexity, formalism and the ability to manipulate struct-
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tured, such systems possess characteristics typical of entities that have the capacity to act, i.e. they are able to exercise specific rights or be subject to obligations imposed by their legal status. With the characteristics necessary to be granted the capacity to act, SAI would be able to fulfil obligations and determine consequences of its actions. From this point of view, SAI would even precede legal entities (corporations) tied by the will of their authorized representatives and unable to personally exercise rights, fulfil obligations and assess potential consequences.

Therefore, legal subjectivity of a legal entity is narrower than that of a natural person (biological creature) with the capacity to act. This is due to the specific nature of legal entities: they have no personality and cannot exercise those civil rights and fulfil those civil obligations, which require such traits of a natural person as gender, age and consanguinity. Due to the specific properties of SAI (algorithm-based operation), respectively the scope of their rights and obligations (should they be found subjects of law) would not necessarily be the same as the scope of rights and obligations of other subjects of law. Similarly, to legal entities, such systems are merely a result of activities of other persons. Thus, SAI could only have rights and obligations strictly defined by legislators. The definition of such rights and obligations would facilitate the existing and future relations between technologies based on SAI and other subjects of law. If legal analogy was used, granting legal personality to SAI could be expressed as granting them certain rights and obligations with well-defined scope, as well as registering them or introducing authentication certificates allowing for their identification in each instance of operation and limiting the possibility to change the identification details.

7. Conclusions

Artificial Intelligence is a rather new discipline covering a wide area. Therefore, there is no single definition of the concept yet. In their papers, various authors define the concept of Artificial Intelligence as artificially created intelligence, for example, a software system able to imitate human thinking processes with the help of computers or other devices. Stuart Russel and Peter Norvig distinguish two main directions for the concept of Artificial Intelligence: (i) related to thinking processes and motivation (systems that think); (ii) related to behaviour (systems that act).

Today, there are numerous technologies based on the operating principle of SAI such as Google Self-Driving Car, autopilots controlling airplanes, digital assistants such as Siri, Cortana and Google Now, robot nurses, mind-controlled Google smart glasses, etc. These and other technologies are well known to people all over the world. Their possibilities rapidly improve and the extent of their use is developing fast. As the use of technologies based on AI become more extensive, the number of relevant incidents grows as well. Specific examples presented in the Introduction of this paper show that SAI are no longer mere objects of science fiction. Information technology inventions based on SAI permit the conclusion that such systems are not mere objects, the operation of which are influenced by others, but operate as entities. Despite the unique operating principle of such systems, no legal system to date has recognized them as subjects of law. However, the current lack of legal status of SAI should only remain a temporary attribute, which should change in time.

As society accepts agents as legal entities, which are recognized subjects of law, then why could SAI not be granted the same status? These systems possess all the necessary elements typical of entities recognized as subjects of law: intelligence, autonomous decision-making, the ability to learn from their own experience, memory, planning, complexity, formality and the ability to manipulate structures. Systems of AI should be granted legal personality due to their interactions with other subjects of law, optimum protection of whose rights and interests requires a clear definition of the legal status of Systems of AI. Under the existing legal regulation, at both national and international level, Systems of AI are seen only as objects of law and the issue of liability for damage caused by actions of Systems of AI remains unclear.

Rapid advancement in SAI observed today will soon lead to situations where, having assessed threats and hazards to persons, autonomous systems based on Artificial Intelligence will make decisions, which are intended to be in the best interests of individuals, even though conflicting with their will. Restriction of a person’s free will is linked to the restriction of the person’s rights, which is permitted only in cases provided for in law (this is usually linked to prohibition to interfere with the rights of others). As Systems of AI, capable of making independent decisions, become immediately involved in the lives of people, situations will undoubtedly occur where AI makes decisions and appropriate actions taken that affect the free will and lifestyles of individuals (biological creatures). This is one of the reasons to grant at least partial legal personality to SAI. They need to be prevented from interfering with the rights of others, when actively operating in the society, even though their actions are driven by good intentions, and to decide on their legal liability in cases where damage is caused.

The ability to gather individual experience and make autonomous decisions independent of the will of programmers and users will mean that autonomous systems drive change in the world of technology and attitudes towards technology. Legal regulation of the interaction and relationships between individuals and technologies would be less complicated if SAI were granted legal personality. This would allow separating SAI from their operators, manufacturers, developers/programmers and the will of these persons. Legal personhood simply means that SAI could be taken seriously by the courts: it could be treated as an object separate from humans developing SAI. It could be similar to a corporate personality. Separating SAI from individuals, i.e. granting legal personality to SAI would not interfere with technological progress and make the legal relationship (its interpretation and application) between technologies and persons less complicated. Although void of philosophical personality and the ability to express their will in ways usual for natural persons, SAI could be granted the status of the subject of law as derivative, artificial subjects of law.

To qualify for legal personality, an entity has to meet the conditions necessary for its recognition as a subject of law. In the case at hand, the elements of legal capacity and the capacity to act are important, since they affect the possibility to
grant legal personality. Legal capacity is seen as being attributed to a subcategory of subjects of law, in which the subjects of law, i.e. both legal entities and natural persons, are capable of acquiring rights and assuming obligations. Rights and obligations of the subjects of law are defined in the laws. The capacity to act is seen as the ability of a subject of law to exercise specific rights and assume civil obligations.

Due to the technical capabilities integrated in SAI (automated decision-making, the ability to learn from experience, memory, planning, complexity, formality and the ability to manipulate structures), such systems possess characteristics typical of entities that have the capacity to act, i.e. they are able to exercise specific rights or be subject to obligations imposed by their legal status. With the characteristics necessary to be granted the capacity to act, SAI would be able to fulfill obligations and determine the consequences of its actions. In this aspect, SAI would be superior to legal entities (corporations) tied by the will of their authorized representatives and unable to personally exercise rights, fulfill obligations and assess potential consequences.

Because of the specific nature of SAI (algorithm-based operation), should they be found to be subjects of law, the scope of their rights and obligations would not necessarily be the same as the scope of rights and obligations of other subjects of law. Similar to legal entities, such systems are merely the result of activities of other persons. Thus, SAI could only have rights and obligations strictly defined by legislators and the definition of such rights and obligations would facilitate the existing and future relations between technologies based on SAI and other subjects of law. If legal analogy was used, granting legal personality to SAI could be expressed as granting such systems certain rights and obligations within a well-defined scope.
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